1. Introduction

Cancer is an extremely important disease that poses serious threats to human health and is an important research topic in medicine, especially due to the associated high mortality rate. The cancer types vary according to the patient’s disease location. The World Health Organization statistics indicated that more than 60% of the world’s deaths are due to cancer, diabetes, cardiovascular disease and chronic respiratory disease. Uterine cancer is an extremely common type of female cancer. Based on comparative analyses of statistical data from China and the United States [1], it is reported that uterine cancer-related deaths continue to increase, making it one of the ten leading cancers in women. The age group of uterine cancer patients also covers most of the female population, including young women in their 20s and 30s.

Rapid developments and great progress in artificial intelligence have accelerated research on uterine cancer. Some researchers have used the Hibert-Schmidt independent criterion of the diversity of artificial fish to perform feature selection and used recurrent neural networks to establish a model to predict survival in patients with recurrent uterine cancer [2]. Similarly, some researchers have used machine learning algorithms to analyze the information data of 5112 women and compared their model analysis results with other algorithms of the same type, which showed excellent reliability of their proposed model [3]. To analyze and evaluate the risk status and annual recurrence risk of early uterine cancer patients, Cibula et al. [4] established a numerical model of annual risk of uterine cancer recurrence based on the proportional hazards model developed by the International Uterine Cancer Surveillance Consortium. Identifying potential biomarkers for uterine cancer treatment and prognosis prediction is beneficial in improving the outcomes of the patients [5]. Variation in Apparent diffusion coefficient (ADC) data of primary tumor will be a potential predictor of uterine cancer recurrence [6].

To sum up, there are many studies on the prevention and treatment of uterine cancer. A risk assessment calculation
model has been formed in the risk assessment of early uterine cancer patients, and machine learning algorithms are better than traditional methods in predicting the survival rate and recurrence time of uterine cancer patients. Early uterine cancer patients have no obvious symptoms, and the age of onset presents a double-peak shape, which spreads to young women. Uterine cancer patients after cure still have a certain probability of recurrence, and once recurrence is difficult to be cured again, timely detection of recurrence symptoms, possible recurrence location and timely treatment can effectively improve the survival rate of patients. In order to help doctors diagnose uterine cancer patients, complete the scientific prediction of the recurrence position of postoperative uterine cancer patients. In this paper, using the basic principle of algorithm coupling, combining random forest algorithm and one-dimensional convolutional neural network, a new prediction model of postoperative recurrence position of uterine cancer patients was established. The six different index data in the body indicators are used as important reference indicators. The model established in this paper can achieve better results in predicting the recurrence position of uterine cancer patients, and the prediction accuracy is higher than that of the same type of algorithm, the prediction accuracy rate reached 88.63%.

2. Experimental model

2.1 Basic introduction to the model

Combining the relevant algorithms in the field of artificial intelligence can effectively help the medical field to complete the data sorting and analysis process for the prevention and treatment of uterine cancer patients, which can further improve the application effect of machine learning algorithms in the field of uterine cancer treatment. Experiments show that the random forest algorithm can better detect the influence between different parameter indicators, and has good model generalization ability. Neural networks have better feature extraction capabilities, but have more stringent requirements on the quality and size of datasets, but the random forest algorithm does not require high numbers of datasets. Therefore, this paper uses the basic principle of the coupling algorithm to establish a new prediction model for the postoperative recurrence position of uterine cancer patients by combining the random forest algorithm and the convolutional neural network algorithm. The model combines the random forest algorithm and neural network. The advantages of each network can further improve the accuracy of the algorithm model in predicting the location of postoperative recurrence in patients with uterine cancer. The basic process of predicting the postoperative recurrence position of uterine cancer patients through the constructed model is shown in Fig. 1. First, the original data of uterine cancer patients in major hospitals are collected and organized into the original data set of uterine cancer patients. Then professional doctors annotated and graded the patient’s specific physical indicators according to their rich experience, and then organized into an annotated and graded uterine cancer patient dataset. Finally, these datasets are quantified and input into the model to get the final classification prediction results.

In the experiments carried out in this paper, the original data of uterine cancer patients were first collected and sorted through major hospitals, and then professional doctors evaluated and analyzed some of the patient’s physical characteristics data according to their experience, and divided them into reasonable levels. In order to make the data set suitable for the model established in this paper, the patient data marked by doctors is quantified and divided into training set and test set according to a certain proportion, and then the data set is put into the model as input data. After feature extraction through convolutional networks with convolution kernels of different sizes, the random forest classifier constructed by the random forest algorithm further improves the classification ability of the model. Finally, the calculation of multiple convolutional neural networks with different convolution kernel sizes The results are merged into the fully connected layer, and finally the final classification result of the model is output by the fully connected layer.

2.2 Random Forest Part

The random forest algorithm belongs to a form of decision tree algorithm and also represents a kind of ensemble algorithm. It was developed by Leo Breiman Cutler, and because the algorithm has a certain anti-noise ability, its use in the industrial field is more advantageous compared with other algorithms of the same type [7–9]. The random forest algorithm is often a combination of multiple different decision tree classifiers, enabling random forests to handle nonlinear data. At the same time, it can also process high-dimensional data. These advantages make the random forest algorithm have advantages that other algorithms do not have when dealing with medical data with high data dimensions, various types and large amounts of data. These advantages also make the
random forest algorithm have many practical applications in the medical field [10, 11]. The Gini coefficient is an important parameter of each classifier in the random forest algorithm, and the calculation formula is shown as follows:

\[
\text{Gini}(T) = 1 - \sum_{i}^{c} [p(i | T)]^2
\]  

(1)

Here, \(c\) represents the number of categories in the dataset, \(i\) represents the \(i\)-th category, and \(T\) refers to the dataset. A larger Gini coefficient represents a greater uncertainty, and vice versa, and a smaller uncertainty represents a more thorough data segmentation. If the dataset \(T\) is divided into \(n\) subsets of \(T_a\) by the feature \(A\), the Gini index of the subsets divided by the attribute \(A\) after the splitting is:

\[
\text{Gini}_A(T) = \sum_{a=1}^{n} \frac{|T_a|}{T} \text{Gini}(T_a)
\]  

(2)

And its gain index calculation formula is shown in formula (3):

\[
\Delta \text{Gini}(A) = \text{Gini}(T) - \text{Gini}_A(T)
\]  

(3)

In the prediction model built in this paper, adding the random forest algorithm structure is beneficial to further improve the model’s ability to extract features from the dataset and resist overfitting, thereby improving the model’s accuracy.

### 2.3 Convolutional Neural Network Part

The convolutional neural network algorithm is one of the most widely used artificial intelligence algorithms, and it is also a relatively mature algorithm among many machine learning algorithms. It has practical applications in many fields and has achieved excellent results, especially in Outstanding results have been achieved in areas such as image recognition, image processing, character recognition, and speech recognition. In the field of medical research, neural network algorithms play more roles in image data processing such as medical image segmentation and medical image recognition [12–15], while in the processing and analysis of other text-based datasets. In the medical field, such as Neural network algorithms and their improved algorithms are also used in classification and regression tasks on some medical datasets [16, 17]. The convolutional neural network contains three different network layer structures, and the calculation method of the \(j\)-th feature image of the first layer in the convolutional layer can be expressed as:

\[
x_{ij} = g \left( \sum_{l=1}^{4} x_{ij} \ast k_{ij} + b_{ij} \right)
\]  

(4)

Here, \(g\) represents a nonlinear activation function and the feature map dataset connecting the \(j\)-th feature map in the 1-1 layer and the first layer is marked as \(M_{ij}\), which is the input feature image collection. \(b_{ij}\) refers to the offset value, \(K_{ij}\) refers to the convolution kernel connecting the \(i\)-th feature map in layers 1-1 and the \(j\)-th map in layer 1. In the pooling layer network structure, for a pooling layer denoted as layer 1, the \(j\)-th feature map \(x_{ij}\) of the first layer can be expressed as:

\[
x_j = g \left( w_j \ast \text{pool} \left( x_{ij} \right) + b_j \right)
\]  

(5)

Here, \(w_j\) refers to the weight coefficient, \(b_j\) refers to the bias parameter value, pool() refers to the pooling function in the pooling layer. In the fully connected layer part, the calculation formula of the final output vector \(x^l\) of the fully connected layer is:

\[
x^l = g \left( (\beta^l)^T v^{l-1} + b^l \right)
\]  

(6)

Here, \(v^{l-1}\) refers to the feature map vector data obtained by the pooling layer of the 1-1 layer or the vector representation of the feature map output of the convolution layer. \(b^l\) refers to the bias parameter value and \(\beta^l\) refers to the weight coefficient matrix.

The convolutional neural network used in the model established in this paper is a one-dimensional neural network used for processing text datasets. At the same time, the dimensions of three different network layer structures are adjusted for application to text datasets.

### 3. Experiment Description

#### 3.1 Experimental environment and design of comparative experiments

The basic experimental environment to establish the prediction model of predicting the location of postoperative uterine cancer recurrence used in this paper were: Python v3.7 and the third-party libraries that relied on neural networks, including Keras and TensorFlow. The operating system of the hardware platform was Window 10, processor: AMD Ryzen 5 4600H with Radeon Graphics 3.00 GHz, with an onboard RAM of 16.0 GB.

The comparative experiment used the following four algorithms: the basic random forest algorithm, the nearest neighbor algorithm, the one-dimensional convolutional neural network algorithm, and the Bayesian algorithm. The same datasets were tested using the experimental models established in this paper. The results of the algorithms were evaluated experimentally based on the evaluation indicators designed in this experiment to compare their pros and cons in predicting the location of postoperative uterine cancer recurrence.

#### 3.2 The dataset used in the experiments

The data set used in this article is derived from the original data of uterine cancer patients that have been collated from several hospitals for a long time. When obtaining some data information of the patient, the patient will be notified in advance, and the patient will be notified after the consent of the patient. Data
collection and organization. When actually collecting data on uterine cancer patients, professional doctors carefully measure and evaluate some of the patient’s physical parameters. According to the existing classification and grading standards, the obtained patient data information will be evaluated and graded. In this study, a data set containing 1652 uterine cancer patients collected from multiple hospitals was used, and 1324 patient data sets were finally used after preliminary data screening. During the experiment, this part of the data set was divided according to the ratio of training set: test set to 8:2. At the same time, in order to further test the training effect of the model, the training set is subdivided into the training set and the validation set according to the ratio of 8:2.

After analyzing a large amount of patient data information and consulting with professional doctors, the collected original data of uterine cancer patients were further deleted and processed. It is found that the recurrence of uterine cancer patients is closely related to 6 different indications in the data information of uterine cancer patients, which are immune indications, tumor indications, microenvironment indications, psychological indications, and nutritional indications. After obtaining the original data of uterine cancer patients, professional doctors will evaluate some of the patient’s physical parameters according to their experience according to the numbers 1–9. The larger the number, the more obvious the indicator is. The six different indications are calculated and evaluated by doctors based on their experience. For example, the immunization index is the first test of the patient’s data on the immune index by the hospital, and their weight relationship is shown in Table 1:

### Table 1. Immune indication assessment form.

<table>
<thead>
<tr>
<th>Immune Index</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>CD3 + CD4 + CD8 +/-CD45 +</td>
<td>1.0</td>
</tr>
<tr>
<td>CD3 + CD4 +/-CD45 +</td>
<td>0.8</td>
</tr>
<tr>
<td>CD4 +/-CD8 +</td>
<td>0.8</td>
</tr>
<tr>
<td>CD3 + CD16 + CD56 +/-CD45 +</td>
<td>0.5</td>
</tr>
<tr>
<td>Exercise ECG</td>
<td>1.5</td>
</tr>
<tr>
<td>Sports Galvanic</td>
<td>1.5</td>
</tr>
</tbody>
</table>

CD-x in Table 1 refers to six different indicators including immune index, tumor index, microenvironment index, psychological index, nutritional index, aerobic exercise and advanced occupational index. The CTCs in Table 2 are called circulating tumor cell assays, which are used to detect tumor cells circulating in the peripheral blood. The CTCs in Table 2 refer to circulating tumor cells, which are used to detect tumor cells circulating in the peripheral blood. The calculation formula of the immunity pointer in Table 1 was based on the following formula:

$$I = \frac{\sum_{i=1}^{6} x_i w_i}{\sum_{i=1}^{6} w_i}$$  \hspace{1cm} (7)

Here, $x_i$ refers to the value of the i-th immune index, and $w_i$ refers to the weight of the i-th immune index. The scores ranged from 5 to 37 and were divided into 1–9 different grades. Similarly, the evaluation of microenvironmental indicators was performed (Table 2), which were also rated by professional doctors on a scale of 1–9 based on their experience.

### Table 2. Microenvironmental indication assessment form.

<table>
<thead>
<tr>
<th>Microenvironmental Indication</th>
<th>Weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_2$</td>
<td>0.5</td>
</tr>
<tr>
<td>pH</td>
<td>0.2</td>
</tr>
<tr>
<td>Interstitial Pressure</td>
<td>0.2</td>
</tr>
<tr>
<td>Inflammatory Response</td>
<td>1.0</td>
</tr>
<tr>
<td>Vascular Permeability</td>
<td>0.3</td>
</tr>
<tr>
<td>CTCs (circulating tumor cells)</td>
<td>3.0</td>
</tr>
<tr>
<td>Protein Profiling</td>
<td>2.0</td>
</tr>
</tbody>
</table>

The CTGs in Table 2 are called circulating tumor cell assays, which are used to detect tumor cells circulating in the peripheral blood. The data shown in Table 1 was processed as the input data of the model, which was then quantified using the convolutional neural network algorithm. There are several methods for data quantization, such as one-hot encoding, distributed representation, ASCII encoding representation, etc. The method of data quantization used in this paper was the distributed representation method, which can effectively display all the features of text data and is beneficial to improving the effects of the neural network during the feature extraction process.

#### 3.3 Evaluation Metrics of the Experiments

During the evaluation process, the model parameters used included precision rate, recall rate, F1 parameter index, false positive rate and true positive rate, which can reflect the actual classification effects of the model. The calculation method was performed using the formula below:

$$A_{avg} = \frac{A_{pos} + A_{neg}}{2}$$  \hspace{1cm} (8)

$$R = \frac{N_{TP}}{N_{TP} + N_{FN}}$$  \hspace{1cm} (9)

$$P = \frac{N_{TP}}{N_{TP} + N_{FP}}$$  \hspace{1cm} (10)
### TABLE 3. Some raw data of uterine cancer patients used in the experiments.

<table>
<thead>
<tr>
<th>Patient serial number</th>
<th>immune Indication</th>
<th>tumor indication</th>
<th>Microenvironmental Indications</th>
<th>psychological Indications</th>
<th>nutritional Indications</th>
<th>Aerobic Exercise and Advanced Occupational Indication</th>
<th>In-situ 1/Ex-in-situ 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>3</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>9</td>
<td>1</td>
<td>9</td>
<td>4</td>
<td>8</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>8</td>
<td>2</td>
<td>8</td>
<td>2</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>9</td>
<td>3</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

\[
FPR = \frac{N_{TP} + N_{TN}}{N_{TP} + N_{FP} + N_{FN} + N_{TN}} \quad (11)
\]

\[
I(P_{pos}, P_{neg}) = \begin{cases} 
1, & P_{pos} > P_{neg} \\
0.5, & P_{pos} = P_{neg} \\
0, & P_{pos} < P_{neg} 
\end{cases} \quad (12)
\]

\[
F1 - Score = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (13)
\]

Here, \(A_{avg}\) refers to the average accuracy, \(A_{pos}\) refers to the accuracy of positive sample classification, \(A_{neg}\) refers to the accuracy of negative sample classification, \(R\) refers to the recall rate, \(N_{TP}\) refers to the number of false positive samples, \(P_{pos}\) refers to the probability of predicting a positive sample, \(P_{neg}\) refers to the probability of predicting a negative sample, \(M\) refers to the number of positive samples, \(N\) refers to the number of negative samples, \(FPR\) refers to the false positive rate and can reflect the feasibility of the model results, and lastly, \(F1 - Score\) refers to the F1 score. A larger value represents a better model performance.

#### 3.4 Experimental Results and Analysis

To verify the actual predicting effects of the postoperative uterine cancer recurrence location model, the pre-set uterine cancer patient dataset was used as the model input. Data preprocessing was performed before the dataset was input into the model to facilitate the experiment and testing process of the convolutional neural network algorithm. The preprocessing work included using a distributed model to quantify the domain name dataset and scrambling the dataset to avoid affecting the training effect of the model due to the uneven distribution of the dataset types.

Next, the random forest algorithm structure was added on the basis of the basic convolutional neural network to improve the original algorithm model. Although the random forest algorithm could achieve certain results in the dataset of uterine cancer patients, it still had some prediction accuracy limitations, such as being prone to overfitting, but can be improved by adjusting the number of decision trees. However, due to the insufficient number of data samples, the experimental prediction effect of a simple one-dimensional convolutional neural network was not good, and it was difficult for the neural network model to be trained to have a reliable and acceptable accuracy. The various indicators of the experimental results of the random forest algorithm and the one-dimensional convolutional neural network algorithm when processing the dataset in this paper are shown in Fig. 2 and Fig. 3.

**FIGURE 2.** Experiment results of random forest algorithm and various index data.

**FIGURE 3.** The experimental results of the one-dimensional convolutional neural network algorithm.

The results from Fig. 2 and Fig. 3 indicate that the prediction
accuracy of the random forest algorithm was 82.756%, which was higher than 75.947% of the one-dimensional convolutional neural network algorithm, but the recall of the one-dimensional convolutional neural network algorithm. The rate was higher than the random forest algorithm. The comparison of the experimental results of the above two algorithms shows that both have different advantages. The advantage of the random forest algorithm is that its overall performance is relatively stable and is not easily affected by some discrete data values in the dataset. In theory, the random forest algorithm should have a strong anti-overfitting ability. The advantage of the convolutional neural network algorithm is that it can extract the text dataset features better than random forests, but the algorithm effects depend on the support of a large number of data samples. In the model proposed in this paper, the two algorithms were combined, and the random forest algorithm was added to the convolutional neural network to improve the predictive ability of the model. Fig. 4 shows a comparison chart of five different algorithms to further compare the pros and cons of the proposed model.

The comparative experiments of the five different models in Fig. 4 show that the model constructed in this paper combined the random forest algorithm and the one-dimensional convolutional neural network algorithm with accuracy, precision, and F1-Score. All parameters were improved. Compared with the nearest neighbor algorithm and the Bayesian algorithm, the proposed model demonstrated better effects on various indices, indicating that the random-neural network model could be used in the original. Based on some algorithms, the prediction effect of the model was improved and could better predict the recurrence location of uterine cancer after surgery.

Considering that the small dataset used in this study might lead to deviations in the experimental results, to further improve its performance and prediction effects, a 5-fold cross-validation method was used (Table 4):

1D-CNN in Table 4 refers to one-dimensional convolutional neural network, and Random Forest + CNN refers to the coupled model of random forest and convolutional neural network proposed in this paper. To detect some comprehensive performances of the false alarm rate and recall rate of the model, the Area Under the Receiver Operating Characteristic (ROC) Curve (AUC) was determined, with a larger AUC value referring to better comprehensive performance of the model. To further compare the actual predicting effects of the proposed model, the ROC curves of these five algorithms were compared and shown in Fig. 5.

The ROC in Fig. 5 refers to the receiver operating characteristic curve, which enables a more in-depth comparison of the performance of the algorithmic models. The closer the ROC curve is to the upper left corner, the higher the accuracy of the trial. It can be seen from the ROC curve results in Fig. 5 that the area under the ROC curve AUC of the random-neural network model constructed in this paper is 0.881, which is the best comprehensive performance compared to the other four algorithms. Therefore, the comparison of the ROC curve results of different algorithms further shows that the model established in this paper can better predict the postoperative recurrence position of uterine cancer patients.

4. Conclusion

This paper proposes a prediction model based on combining the random forest algorithm and one-dimensional convolutional neural network algorithm for predicting the location of postoperative uterine cancer recurrence. This proposed model used the feature extraction ability of multiple convolution kernels of the convolutional neural network to extract the features of six types of physical state index data in the quantified uterine cancer dataset and also introduced the random forest algorithm into the convolutional neural network. While improving the classification effect of the model, this also increased the anti-overfitting ability of the model. The experimental results showed that the prediction model for the postoperative recurrence position of uterine cancer patients established in this paper could effectively improve the prediction accuracy of the model based on the original algorithm; however, due to the complexity of the actual treatments and heterogeneity of uterine cancer, more factors that affect the recurrence of uterine cancer need to be further considered.
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<table>
<thead>
<tr>
<th>Algorithm Model</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D CNN</td>
<td>0.7467</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.7923</td>
</tr>
<tr>
<td>Nearest Neighbor</td>
<td>0.8512</td>
</tr>
<tr>
<td>Bayesian</td>
<td>0.7776</td>
</tr>
<tr>
<td>Random Forest + CNN</td>
<td>0.8912</td>
</tr>
</tbody>
</table>