Effectiveness of artificial intelligence algorithms in identification of patients with high-grade histopathology after conisation
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Abstract

The aim of this study was to compare effectiveness of various artificial intelligence classification algorithms in identifying patients with high-grade final histopathology of conisation based on last PAP smear result and risk factors for development of uterine cervical dysplasia and cancer. The data of 1475 patients who underwent conisation surgery at University Clinical Centre Maribor between 1993–2005 were analysed. Synthetic Minority Oversampling Technique (SMOTE) algorithm was employed for the imbalanced data correction. Various classification algorithms were tested with Weka open-source software. The 10-fold cross validation was used to define testing and hold-out set for analysis. Random Forest (RF) classification algorithm was better than the other tested algorithms and achieved 89.42% correct classifications (baseline ZeroR classification 63.4%, sensitivity 96.80%, specificity 76.60%, kappa 0.7632, Area under Receiver Operation Characteristic curve (AUC ROC) 0.911, Precision Recall curve (PRC) Area 0.916, and Matthews Correlation Coefficient (MCC) 0.771. Random Forest (RF) algorithm correctly identified majority of patients with final high-grade histopathology of conisation from patients dataset based on last PAP smear result and risk factors of developing high-grade dysplasia and carcinoma. Such algorithms can help clinicians to identify high-risk patients in future. An invitation could be sent to patients who did not participate in organized screening program, thus preventing the serious disease. Further studies are required in this regard.
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1. Introduction

Cervical cancer is preventable. Measures include cervical cancer screening programmes, treatment of early lesions, and immunisation against Human Papilloma Virus (HPV) [1, 2]. In 2020, cervical cancer was the fourth most frequently diagnosed cancer with estimated 604,000 new cases and fourth leading death cause in women, claiming 342,000 lives worldwide [3].

In Slovenia, 104 new cases of cervical cancer were diagnosed (Crude Incidence Rate = 10/100,000, Age Standardised Incidence Rate = 9), and 1056 cases of High Grade Squamous Intraepithelial Lesion (HSIL) in 2019. In this period, 220,301 PAP smears from 206,323 women were analysed [4, 5].

Conisation, and Large Loop Excision of Transformation Zone (LLETZ) are surgical procedures. They are preferred as the first treatment of dysplastic changes on uterine cervix [6]. In Slovenia, 2017 conisation procedures were performed. In year 2019, 283 patients (14%) had no dysplasia from final histopathology results, 400 (20%) had conisation due to low-grade squamous intraepithelial lesions (LSIL) and 1334 (66%) due to HSIL (cervical intraepithelial neoplasm (CIN)) [4]. In Slovenia, there has been a decline in number of conisations compared to LLETZ [7].

There are numerous risk factors reported in literature that contribute to the development of dysplastic changes on uterine cervix. Dysplasia can progress to cervical carcinoma. The risk factors include early coitarche (first sexual intercourse), socioeconomic and marital status, long term usage of hormonal contraception, numerous sex partners, parity, sexually transmitted diseases (HPV, Human Immunodeficiency Virus (HIV), Herpes simplex virus (HSV), Chlamydia), factors affecting long-term infections such as genetics, immunological impairment (HIV infection), and sex hormones. Other risk factors are related to HPV (genotype, numbers of viral copies), obesity, and smoking [8–19].

HPV is an important risk factor necessary for the development of cervical dysplasia and cancer [20, 21]. Nearly all women acquire HPV infection after the initiation of sexual activity. Infection can be transitory, meaning that it clears spontaneously and does not progress to dysplasia [22]. DNA
HPV test is positive in 8.9% of the patients younger than 35 compared to 3.3% in above 35 years’ age [23].

Deep machine learning—artificial neural networks (ANN)—are a part of machine learning which stems from artificial intelligence (AI). AI algorithms are utilized for the classification and regression problem solving. Algorithms are either supervised or unsupervised. A medical problem or solution is predicted or identified with better accuracy using appropriate algorithm than only with random guessing. AI algorithms assist in finding data connections that cannot be seen with naked eye. AI algorithms are employed in various medicine fields [24, 25].

In our previous research, it was evaluated if ANN can identify patients for the high-risk final histopathology of conisation based on last PAP smear result and risk factors for developing cervical dysplasia and carcinoma. Artificial Neural Networks—Multi Layer Perceptron (MLP) worked better than majority algorithm in the dataset prepared with SMOTE. Baseline ZeroR prediction was 63.4%. 77.8% classifications were correct with sensitivity 80.0%, specificity 74.2%, positive predictive value (PPV) 84.3%, negative predictive value (NPV) 74.2%, F-Measure 0.780, MCC 0.533, AUC ROC (ROC) 0.814, AUC PRC (PRC) 0.802, and kappa 0.532. However, MLP performance was not sufficient for every-day clinical practice [26]. In this study, various classification algorithms were chosen to evaluate their performance on our dataset of patients.

2. Materials and methods

Data of patients who had undergone conisation surgery in the University Clinical Centre Maribor between 1993-2005 were used. In the database information was stored regarding age at the time of surgery, age at coitarche, number of intimate partners, number of times woman was pregnant (regardless of outcome), socio-economic status, smoking behaviour, marital status, contraception type, dysmenorrhea, vaginal discharge, impaired coagulation, colposcopy result, additional cervical smears, HPV 16, 18, 31, 33 and other potential pathogens, PAP smear result before procedure, histopathology result of cervical biopsy prior to conisation, conisation reasons, vaginal therapy before conisation, conisation type, post conisation complications (if any), histopathological findings after conisation, and information regarding whether the margins were free of disease or not. The used data were anonymised. Only the data of potential risk factors for HSIL were used: age at conisation time, age at coitarche, age at first period, number of intimate partners, number of pregnancies (births and abortions; both legal and spontaneous), contraception, socioeconomic and marital status, smoking behaviour and the last PAP smear result. The final histopathological result of cone was also included. Only the patients having complete data were used for analysis.

The database contained 1475 patients with complete data. 26 patients (1.8%) were without dysplasia in the final histological result of conisation, 160 (10.8%) had LSIL and 1289 (87.4%) had HSIL. In patients without dysplastic changes, 16 patients (61.5%) had high-risk PAP smear (II, IV, V). Last PAP smear was high-risk in 127 patients (79.4%) having LSIL and 1199 (93.0%) with HSIL. The goal was to classify patients into high- or low-risk groups for the final histological result of conisation. These groups were defined as:

a. NO-HSIL: Patients having non-dysplastic changes, CIN1 and CIN1–2.

b. HSIL: Patients with CIN 2, 2–3, 3, CIS (carcinoma in situ) and CA (carcinoma).

There were 1289 (87.4%) patients in HSIL group and 186 (12.6%) in NO-HSIL. Patients median age at the time of procedure for HSIL group was 33 (28–40) and 37 (30–46) for NO-HSIL ($p < 0.01$). Median age at menarche was 13 (12–14) for HSIL group and 14 (12–15) for NO-HSIL ($p = 0.436$). Median age at 1st intercourse was 18 (17–18) for HSIL group and 18 (17–19) for NO-HSIL ($p < 0.035$). The number of sex partners was 2 (1–4) for HSIL group and 2 (1–3) for NO-HSIL ($p < 0.004$). The number of births in HSIL and NO-HSIL groups was 0 (0–1) ($p = 0.940$). No statistical differences were found between the groups regarding spontaneous abortions ($p = 1.0$), legal abortions ($p = 0.139$), socioeconomic status ($p = 0.823$), marital status ($p = 0.725$) and smoking habits (0.163). HSIL and NO-HSIL groups were statistically different upon comparing the age at the time of procedure ($p < 0.01$), age at first intercourse ($p < 0.035$), number of sex partners ($p < 0.004$) and last PAP smear result ($p < 0.01$).

In patients’ group without HSIL, 57% tested HPV 16 negative and 27% tested positive (16% were not tested). In patients’ group with HSIL, 54% tested negative and 33% tested positive (14% were not tested). In NO-HSIL group, 65% tested HPV 18 negative while 21% tested positive (15% were not tested). In HSIL group, 60% tested negative and 27% tested positive (13% were not tested). HPV was not routinely tested in Slovenia during this period. Initially, the patients without HPV tests (HPV 16, 18, 31 or 33) were removed. However, the analysis of removed patients revealed that many patients with HSIL would be omitted. Chi-square test ($\chi^2 = 0.631, p = 0.202$) found no significant differences in HPV 16, 18 statuses and HSIL presence in our group of patients. Therefore, patients without HPV testing were retained and HPV status from the analysis was removed. Patients’ statuses of HPV 16 and HPV 18 in HSIL and NO-HSIL groups are presented in Table 1.

2.1 Dealing with imbalanced data

Imbalanced data (meaning that one of the attributes represents a low proportion of the dataset) hinders accurate classification. Baseline prediction for the majority class is high and low for the minority class. In our dataset, NO-HSIL was the minority group having 12.6% patients. Patients without HSIL represent majority group in real life. 87.4% correct classification would be achieved on our dataset if majority class classifier was used.

Methods to deal with the imbalanced data include the following:

a. Under-sampling: Randomized reduction of majority class to match the minority class.

b. Over-sampling: The n-fold replication of minority class to match the majority class.

c. SMOTE: Synthetic Minority Oversampling Technique; it creates new synthetic instances having similar characteristics as the original ones of minority class [27, 28].
### Table 1. Number of patients with HPV 16 and 18 statuses in HSIL and NO-HSIL group.

<table>
<thead>
<tr>
<th></th>
<th>HPV 16</th>
<th></th>
<th>HPV 18</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NO-HSIL</td>
<td>HSIL</td>
<td>NO-HSIL</td>
<td>HSIL</td>
</tr>
<tr>
<td></td>
<td>Frequency</td>
<td>Frequency</td>
<td>Frequency</td>
<td>Frequency</td>
</tr>
<tr>
<td>Positive</td>
<td>51</td>
<td>419</td>
<td>39</td>
<td>342</td>
</tr>
<tr>
<td>Negative</td>
<td>106</td>
<td>693</td>
<td>120</td>
<td>775</td>
</tr>
<tr>
<td>Not performed</td>
<td>29</td>
<td>177</td>
<td>27</td>
<td>172</td>
</tr>
<tr>
<td>Total</td>
<td>186</td>
<td>1289</td>
<td>186</td>
<td>1289</td>
</tr>
</tbody>
</table>

HSIL: high-grade squamous intraepithelial lesion; HPV: Human Papilloma Virus.

SMOTE method was chosen to deal with the imbalanced data because of two reasons. Instances with important properties could be removed with under-sampling method. The classification system could become less effective because of the reduced number of instances available for training and evaluation. Instances are duplicated with the over-sampling method, wherein many instances with exact same properties could be found in training and evaluation sets. This might lead to the unrealistic better performance of classification system. SMOTE algorithm create new instances with similar characteristics to those already present in minority class. No important instances from majority class were lost with this algorithm, and no existing instances from minority class were multiplied.

The minority class was enlarged by adding synthetic instances through SMOTE algorithm. The new minority class had 744 patients (36.60%). Number of patients in majority class had not changed having 1289 patients (63.40%).

#### 2.2 Experiment with Weka

Weka (1999–2022, version 3.8.6, The University of Waikato, Hamilton, New Zealand) is an open-source application employed for data mining. Besides ANN, it has features such as Classification trees, Logistic regression, K-nearest neighbors, Bayesian networks and many others [29]. The classification algorithms testing can be made using various approaches. Testing can be conducted on the whole dataset or on a part using multiple techniques. The database can be split into the training and testing set by percentage, or tested by comparing the original database against a separate database—a training database that is imported in Weka. Additionally, n-fold cross validation can also be employed. When dataset is split into training and testing parts, the majority of important instances can end up in the same part. This is likely when instances containing important characteristic represent low proportion of all cases. N-fold cross validation can minimise the chances of this scenario. N-fold cross validation splits the dataset into n parts (usually 10-fold cross validation is employed). One part is used for testing and n-1 parts as training set. All combinations of n-1 and n/n are then tested against each other. A new algorithm is created by combining the outcomes from all tests. This algorithm is then tested on whole dataset. The 10-fold cross validation was used in this study [30].

WEKA expressed the classification algorithm efficiency with:

1. TP Rate: True positive rate.
2. FP Rate: False positive rate.
3. Precision.
4. Recall.
5. F-Measure.
6. MCC: Matthews Correlation Coefficient.
7. ROC Area: Area under Receiver Operation Characteristic curve.
8. PRC Area: Area under the Precision/Recall Curve.
11. ZeroR: Percentage of correctly classified instances where instances are classified as members of majority class.

#### 2.3 Selection of algorithms

It was decided to test Multi-Layer Perceptron (MLP), Naïve Bayes algorithm, Logistic Regression, Random Tree, Tree J48, Random Forest, One Rule, and Voted Perceptron algorithm. Classification algorithms performance could be improved with ensemble methods, bagging and boosting [31]. The algorithms used were: the MLP algorithm and the algorithm with the best results. These were used in conjunction with AdaBoost and Bagging ensemble method to enhance algorithm performances and to later evaluate if performance improves. Bagging and boosting ensemble methods are also the part of Weka software.

#### 3. Results

Baseline ZeroR prediction for all the classification algorithms was 63.40% which also represents patients’ percentage in majority class. Voted perceptron among all the tested algorithms had the lowest performance with 65.81% correct classifications (sensitivity 95.10%, specificity 15.10%, PPV 66.00%, NPV 64.00%, F-measure 0.583, MCC 0.175, ROC area 0.600, PRC area 0.612, and Kappa 0.121).

Naive bayes provided 70.24% correct classifications (sensitivity 69.50%, specificity 71.50%, PPV 80.90%, NPV 57.50%, F-measure 0.707, MCC 0.397, ROC area 0.769, PRC area 0.774 and Kappa 0.390).

Logistic algorithm produced 73.73% correct classifications (sensitivity 82.40%, specificity 58.70%, PPV 77.60%, NPV 65.80%, F-measure 0.7340, MCC 0.422, ROC area 0.799, PRC area 0.800, and Kappa 0.4208).

MLP being an artificial neural network had 77.87% correct classifications (sensitivity 80.00%, specificity 74.20%, PPV 84.30%, NPV 68.10%, F-measure 0.7800, MCC 0.5330, ROC area 0.8100, and Kappa 0.5330).
area 0.814, PRC area 0.802 and Kappa 0.5318). MLP with bagging ensemble method performed better having 81.80% correct classifications (sensitivity 86.20%, specificity 74.20%, PPV 85.30%, NPV 75.60%, F-measure 0.8180, MCC 0.6060, ROC area 0.8530, PRC area 0.8460 and Kappa 0.6063). Parameters for MLP model were batch size 100, number of hidden layers 1, learning rate for weight updates 0.3, momentum applied to weight updates 0.2, training time 500 epochs, and validation threshold 20.

RulesOne algorithm generated 81.36% correct classifications (sensitivity 96.90%, specificity 54.40%, PPV 78.70%, NPV 91.00%, F-measure 0.8000, MCC 0.5980, ROC area 0.7570, PRC area 0.7380 and Kappa 0.5610).

Random Tree algorithm produced 81.65% correct classifications (sensitivity 85.60%, specificity 74.90%, PPV 85.50%, NPV 75.00%, F-measure 0.8170, MCC 0.6050, ROC area 0.8020, PRC area 0.7630 and Kappa 0.6045).

Tree J48 had 82.73% correct classifications (sensitivity 89.70%, specificity 70.70%, PPV 84.10%, NPV 79.80%, F-measure 0.8250, MCC 0.6210, ROC area 0.8510, PRC area 0.8400 and Kappa 0.6188).

Random Forest gave the best results of 89.42% correct classifications (sensitivity 96.80%, specificity 76.60%, PPV 87.80%, NPV 91.30%, F-measure 0.8920, MCC 0.6450, ROC area 0.9110, PRC area 0.9160 and Kappa 0.7632). Attribute importance based on the average impurity decrease (and number of nodes using that attribute) for age was 0.45 (6632), menoarche 0.39 (4569), age at 1st intercourse 0.35 (3494), number of sex partners 0.34 (3214), number of births 0.34 (2836), legal abortions 0.33 (2132), spontaneous abortions 0.25 (960), contraception type 0.27 (1105), last PAP smear result 0.26 (1037), smoking habits 0.26 (947), marital status 0.25 (775), and for socio-economic status 0.24 (536). Model parameters were as follows: Bag size percent 100, Batch size 100, Numlterations 100, and number of execution slots 1. Performance was slightly lower when using AdaBoost ensemble method as compared to the original Random Forest algorithm. Improvements were minimal with the Bagging method.

The results are presented in Table 2. Comparisons of TP Rate, FP Rate, Precision, Recall, F-Measure, MCC, ROC Area, and PRC Area regarding the selected classification algorithms are depicted in Fig. 1. Sensitivity, Specificity, PPV and NPV are given in Fig. 2. F-Measure, MCC, ROC Area and PRC Area are exhibited in Fig. 3. ROC curves of the best performing Random Forest algorithm and the worst performing Voted Perceptron algorithm are provided in Fig. 4. PRC curves of the best performing Random Forest algorithm and the worst performing Voted Perceptron algorithm are provided in Fig. 5.

4. Discussion

Cervical cancer is preventable [1]. There are numerous known factors increasing the likelihood of the development of dysplastic changes which later progress to cancer [8–19]. It is known from every-day practice that some patients having such risk factors may never get the disease. It is also possible that patients develop disease without having risk factors. The examples include smoking and lung cancer [32].

Artificial intelligence is being employed in cervical cancer programmes (screening, diagnosis, and treatment).

Cervical cytology is the vital part of screening programmes. Many studies evaluated the AI usage for analysing cytology. Pictures of PAP smears—conventional or liquid based cytology (LBC)—were digitalised and analysed by using AI. In 1993, Mango and Laurie employed computer assistance for the cervical cancer screening through artificial neural network (ANN). They used automated camera, automated microscope, and the robotic arm designed for loading and unloading slides containing PAP smears, which were stored in container. ANN achieved 96% sensitivity that was higher than the sensitivity of cytologists (81%) [33].

Sompawong et al. [34] used ANN on LBC PAP smears. They reached 91.7% accuracy, specificity and sensitivity and 57.8% mean average precision.

ANN utility in Rural Kenya was described by Holmström et al. [35]. They achieved 95.7% sensitivity, and 84.7% specificity. Human examiner had reached 78.4% specificity, 100% sensitivity, ROC area 0.94, and NPV 99–100%. It was concluded that such a model could be helpful in countries where health sector resources were scarce and lacked trained professionals [35].

Bao et al. [36] and Turic et al. [37] employed AI assisted cytology for screening cervical cancer in China. AI assisted cytology exhibited 5.8% improvement in the detection sensitivity of CIN2+ lesions compared to human reading. Specificity was slightly declined. Concordance level between human and AI assisted reading was 94.7%. Kappa of 0.92 represented nearly flawless consensus [36, 37].

Colposcopy is an important diagnostic step. Karakitsos et al. [38] studied whether AI usage could identify patients requiring colposcopy and colposcopy directed biopsies. They employed LBC and several biomarkers. The sensitivity (comprising of training and evaluation sensitivity) was 85.16%, specificity 98.01%, PPV 85.71%, NPV 97.92%, and overall accuracy 96.42% [38]. Similar results were obtained by Poulakis et al. [39] with sensitivity 83.28%, specificity 94.26%, PPV 79.04%, and NPV 95.06%.

Besides the triage of patients for colposcopy referral, it is important to correctly evaluate colposcopic images. AI algorithms were also tested in this field. Chandran et al. [40] studied AI usage in colposcopic pictures analysis. AI algorithms were successful in the analysis with the sensitivity 92.4%, and specificity 96.2%. Kappa of 0.88 indicated a significant link between real and predicted changes in colposcopic image analysis [40].

From previous studies, it is apparent that AI can be helpful in all the fields of cervical cancer screening: analysis of cytology (conventional and LBC), triage of patients for colposcopy, and colposcopic images analysis. AI can even help in countries with low resources for health care professionals. Pictures could be uploaded to cloud and analysed at remote location. Screening programmes might get compromised in the times of crisis, such as COVID-19 pandemic. AI could help in such scenarios [41].

Weegar et al. [42] analysed AI algorithms in predicting cervical cancer through electronic health records. They used clinical codes, lab results, and clinical events in text format.
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>TP Rate</th>
<th>FP Rate</th>
<th>Precision</th>
<th>Recall</th>
<th>F-Measure</th>
<th>MCC</th>
<th>ROC Area</th>
<th>PRC Area</th>
<th>Class</th>
<th>Correct</th>
<th>Kappa</th>
<th>ZeroR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest Bagging</td>
<td>0.9730</td>
<td>0.2390</td>
<td>0.8760</td>
<td>0.9730</td>
<td>0.9220</td>
<td>0.7740</td>
<td>0.9130</td>
<td>0.9240</td>
<td>Yes</td>
<td>0.8952</td>
<td>0.7647</td>
<td>0.6340</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.9680</td>
<td>0.2340</td>
<td>0.8780</td>
<td>0.9680</td>
<td>0.9210</td>
<td>0.7710</td>
<td>0.9110</td>
<td>0.9190</td>
<td>Yes</td>
<td>0.8942</td>
<td>0.7632</td>
<td>0.6340</td>
</tr>
<tr>
<td>Random Forest Adaboost</td>
<td>0.9590</td>
<td>0.2350</td>
<td>0.8760</td>
<td>0.9590</td>
<td>0.9160</td>
<td>0.7560</td>
<td>0.8910</td>
<td>0.8930</td>
<td>Yes</td>
<td>0.8879</td>
<td>0.7497</td>
<td>0.6340</td>
</tr>
<tr>
<td>Tree J48</td>
<td>0.8700</td>
<td>0.1030</td>
<td>0.7980</td>
<td>0.7070</td>
<td>0.7500</td>
<td>0.6210</td>
<td>0.8510</td>
<td>0.8110</td>
<td>No</td>
<td>0.8273</td>
<td>0.6188</td>
<td>0.6340</td>
</tr>
<tr>
<td>MLP-Bagging</td>
<td>0.7420</td>
<td>0.1380</td>
<td>0.7560</td>
<td>0.7420</td>
<td>0.7490</td>
<td>0.6060</td>
<td>0.8530</td>
<td>0.7740</td>
<td>No</td>
<td>0.8180</td>
<td>0.6063</td>
<td>0.6340</td>
</tr>
<tr>
<td>Random Tree</td>
<td>0.7490</td>
<td>0.1440</td>
<td>0.7500</td>
<td>0.7490</td>
<td>0.7490</td>
<td>0.6050</td>
<td>0.8020</td>
<td>0.6590</td>
<td>No</td>
<td>0.8165</td>
<td>0.6045</td>
<td>0.6340</td>
</tr>
<tr>
<td>RulesOne</td>
<td>0.5440</td>
<td>0.0310</td>
<td>0.9100</td>
<td>0.5440</td>
<td>0.6810</td>
<td>0.5980</td>
<td>0.7570</td>
<td>0.7820</td>
<td>Yes</td>
<td>0.8136</td>
<td>0.5610</td>
<td>0.6340</td>
</tr>
<tr>
<td>MLP-Adaboost</td>
<td>0.7110</td>
<td>0.1580</td>
<td>0.7220</td>
<td>0.7110</td>
<td>0.7160</td>
<td>0.5550</td>
<td>0.8300</td>
<td>0.7220</td>
<td>No</td>
<td>0.7939</td>
<td>0.5545</td>
<td>0.6340</td>
</tr>
<tr>
<td>MLP</td>
<td>0.7940</td>
<td>0.2410</td>
<td>0.7930</td>
<td>0.7940</td>
<td>0.7940</td>
<td>0.5550</td>
<td>0.8300</td>
<td>0.8170</td>
<td>Yes</td>
<td>0.8000</td>
<td>0.6140</td>
<td>0.6340</td>
</tr>
<tr>
<td>Logistic</td>
<td>0.7420</td>
<td>0.2000</td>
<td>0.6810</td>
<td>0.7420</td>
<td>0.7100</td>
<td>0.5330</td>
<td>0.8140</td>
<td>0.6910</td>
<td>No</td>
<td>0.7787</td>
<td>0.5318</td>
<td>0.6340</td>
</tr>
<tr>
<td>Naive Bayers</td>
<td>0.5870</td>
<td>0.1760</td>
<td>0.6580</td>
<td>0.5870</td>
<td>0.6210</td>
<td>0.4220</td>
<td>0.7990</td>
<td>0.6910</td>
<td>No</td>
<td>0.7373</td>
<td>0.4208</td>
<td>0.6340</td>
</tr>
<tr>
<td>Voted Perception</td>
<td>0.6950</td>
<td>0.2850</td>
<td>0.8090</td>
<td>0.6950</td>
<td>0.7480</td>
<td>0.3970</td>
<td>0.7690</td>
<td>0.8290</td>
<td>Yes</td>
<td>0.7024</td>
<td>0.3901</td>
<td>0.6340</td>
</tr>
</tbody>
</table>

TP Rate: true positive rate; FP Rate: false positive rate; MCC: Matthews Correlation Coefficient; ROC Area: area under the Receiver Operator Characteristic curve; PRC Area: area under Precision Recall curve; Class: YES—classification for class HSIL, No—classification for class NO-HSIL, weigh_Avg—weighted average for classes Yes and No; Correct: correctly classified instances (sum of true positives and true negatives); Kappa: kappa statistic; ZeroR: percentage of correctly classified instances in case where all instances are classified as members of the majority class HSIL; SMOTE: Synthetic Minority Oversampling Technique; MLP: Multi Layer Perceptron.
**FIGURE 1.** Comparison of TP Rate, FP Rate, Precision, Recall, F-Measure, MCC, ROC Area and PRC Area of the selected classification algorithms. TP: true positive; FP: false positive; MCC: Matthews Correlation Coefficient; ROC Area: area under the Receiver Operator Characteristic curve; PRC Area: area under Precision Recall curve; MLP: Multi Layer Perceptron.

**FIGURE 2.** Sensitivity, specificity, PPV and NPV of selected algorithms. PPV: positive predictive value; NPV: negative predictive value; MLP: Multi Layer Perceptron.
**Figure 3.** Comparison of F-Measure, MCC, ROC Area and PRC Area of selected classification algorithms. MCC: Matthews Correlation Coefficient; ROC Area: area under the Receiver Operator Characteristic curve; PRC Area: area under Precision Recall curve; MLP: Multi Layer Perceptron.

**Figure 4.** ROC area. A: The best performing Random Forest algorithm with ROC area = 0.911 (ROC area = 0.5 means the performance of random guessing, and ROC area = 1 means the ideal performance). B: The worst performing Voted Perceptron algorithm with ROC area = 0.600 (ROC area = 0.5 means the performance of random guessing, and ROC area = 1 means the ideal performance). ROC: Receiver Operator Characteristic.
The performances of four classifiers were studied. RF performed the best with AUC 0.7, one year before the diagnosis and 0.97 up to one day before diagnosis [42].

Majority of studies used AI algorithms in conjunction with image databases to predict risk of cervical cancer development. Conversely, our study tackled the predicting risk of HSIL and cervical cancer development by using a database containing patients’ risk factors. From literature, it was found that a study published by Al-Wesabi et al. [43] used similar settings as the ones in our study. They analysed a cervical cancer dataset. Age, age at first sexual intercourse, number of pregnancies, smoking status, hormonal contraceptives, and sexually transmitted diseases (STDs) (genital herpes) were the main features for predicting cervical cancer development with high accuracy (97.5%). Decision tree with SMOTE had 91.77% accuracy, 91.46% sensitivity, 92.10% specificity, and precision 92.59% [43].

In our previous work, it was proved that with the use of ANN, based only on the factors that contributed to the development of dysplastic changes and cancer in uterine cervix, we identified more high-risk patients than with random guessing [26]. This study was an extension of our previous work and based on same dataset. The goal was to compare different AI algorithms and evaluate, which of the chosen AI algorithms has better performance on our database.

RF was the best choice for this task among the tested algorithms. Because of the imbalanced data, SMOTE method was employed to match the minority and majority class. In real life, patients without disease represent majority which was opposite from the situation in our database.

In Slovenia, efforts were made to reduce cervical cancer incidence [44]. “Classic methods” are unlikely to be sufficient in eliminating the cervical cancer. Patients who do not attend or drop out from regular screening present one of the major problems. Clinicians could recognise high-risk patients with such algorithms and took more active approaches, thus preventing patients from serious illness.

A large anonymous database with patients classified as “ill” or “healthy” would contribute to the improvement in AI algorithms regarding sensitivity, specificity, PPV, NPV, and kappa in identifying high-risk patients. However, as research ethics committees have limited experience with the review of the newly trending big data research in the field of healthcare, caution is advised when dealing with the ethics implications of such databases [45].

**FIGURE 5. PRC area.** A: The best performing Random Forest algorithm with PRC area = 0.9160. B: The worst performing Voted Perceptron algorithm with PRC area = 0.6120. PRC: Precision Recall.
5. Conclusions

AI algorithms are a powerful tool in medicine, uterine cervical pathology, and cervical cancer screening. This work proves that AI can be a useful tool in this field of medicine. With AI assistance, we can identify patients at the risk of developing HSIL or cervical cancer based on last PAP smear result and the risk-factors for developing cervical dysplasia and cancer. Methods for equalizing imbalanced data are required before starting the classification. Identified patients could receive special care which may prevent them from acquiring the disease. This would be especially important for the patients that dropped out from cervical cancer screening programme.

Further studies are however needed. It is important to standardize the settings (risk factors of developing dysplastic cervical changes and cervical cancer, methods of balancing minority and majority classes, and the ratio between majority and minority classes). A general agreement on these settings can make all future studies comparable and compatible.

ABBREVIATIONS

AUC: Area under the Curve; AI: Artificial intelligence; ANN: artificial neural networks; CIN: Cervical intraepithelial neoplasm; HIV: human immunodeficiency virus; HPV: human papilloma virus; HSIL: high-grade squamous intraepithelial lesion; LBC: Liquid based cytology; LLETZ: Large Loop Excision of Transformation Zone; LSIL: low-grade squamous intraepithelial lesion; MCC: Matthews Correlations Coefficient; MLP: multi-layer perceptron; NPV: negative predictive value; PPV: Positive predictive value; PRC: precision/recall curve; RF: Random Forest; ROC: Receiver Operator (characteristic) curve; SMOTE: Synthetic Minority Oversampling Method.
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